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Abstract

We propose a new method for achieving robust text segmentation in images by using a stroke filter. It is known that to

segment text accurately and robustly from a complex background is a very difficult task. Most of the existing methods are

sensitive to text color, size, font, and background clutter, because they use simple segmentation methods or require prior

knowledge about text shape. In this paper, we attempt to consider the intrinsic characteristics of the text by using the

stroke filter and design a new and robust algorithm for text segmentation. First, we describe the stroke filter briefly based

on local region analysis. Second, the determination of text color polarity and local region growing procedures are

performed successively based on the response of the stroke filter. Finally, the feedback procedure by the recognition score

from an optical character recognition (OCR) module is used to improve the performance of text segmentation. By means

of experiments on a large database, we demonstrate that the performance of our method is quite impressive from the

viewpoints of the accuracy and robustness.

r 2008 Elsevier B.V. All rights reserved.
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1. Introduction

Texts in images and videos contain important and
useful information, which can help a machine to
understand their content. Therefore, text informa-
tion is widely employed in the fields of automatic
annotation, indexing, summarization, and searching
of videos. The extraction of text information is very
important because texts contain high-level semantic
information. In general, the extraction of text
e front matter r 2008 Elsevier B.V. All rights reserved
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information from images and videos involves three
major steps: text localization, text segmentation,
and text recognition [1–3].

In this study, we focus on the text segmentation,
which is employed to separate text pixels from the
background in a text image. Performing text
segmentation is considerably difficult in video
images as compared to scanned images by using
image scanners. This is because the scanned images
generally have a clean and white background,
whereas video images often have a very complex
background without prior knowledge about the text
color. Although some systems have been success-
fully developed for extracting videotexts [4], few
researchers have addressed text segmentation in
.
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Fig. 1. Overview of our text segmentation method.

Fig. 2. Text image.
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video images. The text segmentation strategies
adopted up to recently can be classified into two
main categories: (1) difference-based (or top-down)
and (2) similarity-based (or bottom-up) methods.
The first method is based on the difference in
contrast between the foreground and background,
for example, the fixed thresholding method [5],
Otsu’s adaptive thresholding method [6], global and
local thresholding method [7], Niblack’s method [8],
and the improved Niblack method [9]. In general,
these methods are simple and fast; however, they
tend to fail when the foreground and background
are similar.

Alternatively, the similarity-based method clus-
ters pixels with similar intensities. For example,
Lienhart [10] used the split and merge algorithm,
and Wang et al. [11] used a method in which edge
detection, watershed transform, and clustering were
combined. However, these methods are unstable
because they exploit many intuitive rules for the text
shape. As an alternative, Chen et al. [12] converted
text pixel clustering into a labeling problem by using
the Gibbsian EM algorithm. This method is
effective but time consuming.

In the meantime, only a few papers address the
determination of text color polarity. Most of the
existing methods assume that the text color is
always brighter or darker than the background.
Apparently, this assumption limits the practical
applications of these methods. Chen et al. [12]
determined the text color polarity by multiple
hypotheses testing using an optical character
recognition (OCR) module. This method, however,
is effective but consumes a significant amount of
time [12]. Sato et al. [13] analyzed the connected
components with some prior knowledge. This
method, however, is not robust because text compo-
nents are generally connected to the background. An
effective method proposed by Song et al. [14] is based
on the intrinsic relationship between the text and
background edges. However, this method fails when
the text localization is not accurate or the edge clutter
in the background is included.

The main problem in most of the existing
methods is that they are sensitive to text color, size,
font, and background clutter; this is because these
methods simply exploit the general segmentation
methods or the prior knowledge about the text
shape. In this paper, we attempt to consider the
intrinsic characteristics of text and design a robust
algorithm particularly for text segmentation. Fig. 1
shows the overall flowchart of our method.
The remainder of this paper is organized as
follows. Section 2 explains the stroke filter in brief.
Sections 3 and 4 present the text color polarity
determination and local region growing procedures.
Section 5 describes the feedback procedure by the
recognition score from an OCR module. Section 6
shows some experimental results and the corre-
sponding analysis. The conclusion is provided in
Section 7, and the future study is discussed.

2. A stroke filter

A stroke is defined as a straight line or arc used as
a segment of text, and the texts in images and videos
comprise one or several strokes, as shown in Fig. 2.
An image is defined as a text, if and only if, several
stroke-like structures exist in it. A stroke filter is
designed based on this definition using the local
region analysis. In order to design the stroke filter,
we first define a local image region to be a stroke-
like structure, if and only if: (1) it is different from
its lateral regions, (2) intensities of its lateral regions
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are similar, and (3) it is nearly homogenous with
respect to its intensities.

For each pixel in the source image, we compute
its stroke filter response as follows. As shown in
Fig. 3, the central point of a stroke filter denotes an
image pixel (x, y) around which three rectangular
regions can be observed. Let index 1 denote the
central region and indices 2 and 3 denote each
of the lateral regions. The orientation and scale of
these local regions are determined by the parameters
a and d, where d, the width of the rectangular
region, is determined based on prior knowledge of
the text obtained by conducting experiments on text
images. The distance, d2, between the central region
and lateral regions in the stroke filter is due to the
fact that dark or bright lines are often embedded
around some texts to convey their meanings
efficiently, and blurred edges appear around texts
as a result of their compression, as shown in Fig. 2.
According to the definition of a stroke-like struc-
ture, we define the bright and dark stroke filter
responses of the pixel (x, y), RB and RD, respec-
tively, as follows:

RB
a;dðx; yÞ ¼

m1 � m2 þ m1 � m3 � jm2 � m3j
s

,

RD
a;dðx; yÞ ¼

m2 � m1 þ m3 � m1 � jm2 � m3j
s

. (1)

The terms on the right-hand sides of Eq. (1) have
clear physical meanings corresponding to the
constraints of the definition of a stroke-like
structure, where mi denotes the estimated mean of
the intensities in the region i, where i ¼ 1, 2, 3. The
bright and dark stroke filter responses are propor-
tional to m1�m2+m1�m3 and m2�m1+m3�m1, respec-
tively, and are negatively proportional to |m2�m3|.
The parameter s denotes the standard deviation of
the intensities in region 1 and is a measure of the
extent to which the intensities of the region are
spread out. Therefore, this parameter can reflect the
homogeneity of the stroke and is inversely propor-
tional to the response. Note that the greater the
probability that the pixel (x, y) belongs to a stroke-
like structure, the higher the response.

By means of stroke filtering, we extract the stroke
features (RB, OB, SB, RD, OD, SD) of any pixel (x, y)
as follows (note that (RD, OD, SD) have similar
expressions):

RBðx; yÞ ¼ max
ða;dÞ

RB
a;dðx; yÞ;

OBðx; yÞ ¼ arg max
ðaÞ

RB
a;d ðx; yÞ;

SBðx; yÞ ¼ arg max
ðdÞ

RB
a;d ðx; yÞ;

8>>>>><
>>>>>:

(2)

where R, O, and S, respectively, denote the
response, orientation, and scale of the stroke filter,
whereas B and D denote the bright and dark stroke
filters, respectively.

Some intermediate results in a real text image are
shown in Fig. 4. Fig. 4(b) shows the text part of the
corresponding original image in Fig. 4(a), where the
text is located within the dotted circle. Fig. 4(c)
shows the stroke response map formed by combin-
ing the bright and dark stroke responses, and Fig.
4(d) shows the binarized map of Fig. 4(c). Figs. 4(e)
and (f) show the stroke width and angle map,
respectively. The bright regions in Figs. 4(e) and (f),
respectively, indicate the width and orientation
angle with large scales. Observe that a stroke filter
can simultaneously remove most step-like edges and
enhance the text parts well, as shown in Fig. 4(d).
Notice, however, that some non-text regions be-
tween two strokes are detected because all the dark
and bright strokes are filtered, which means that we
should be able to determine the text color polarity in
order to select the response to be employed. In other
words, the text color polarity determination proce-
dure, which can determine whether the color of text
is bright or dark, is required. This procedure is
described in Section 3.

3. Text color polarity determination

For the correct text segmentation, it is very
important to determine the color polarity of video
text (i.e., whether the color of text is bright or dark)
[14,19]. In order to determine the text color polarity
automatically, we use two features as follows. We
first perform bright and dark stroke filtering to
obtain RB and RD. Then, two features for the
determination of text color polarity can be ob-
tained, the first one FR of which is the ratio of the
sums of the magnitude of the bright and dark stroke
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Fig. 4. Intermediate results by a stroke filter in a real text image: (a) original image, (b) text image, (c) stroke response map, (d) binarized

map of (c), (e) stroke width map, and (f) stroke orientation angle map.

Fig. 5. Bright and dark stroke filter (SF) response maps:

(a) synthetic image, (b) bright SF response map and (c) dark

SF response map.
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filter responses:

FR ¼
X
ðx;yÞ

RðBÞðx; yÞ

,X
ðx;yÞ

RðDÞðx; yÞ. (3)

We assume that the bright (dark) texts should
have a strong response to a bright (dark) stroke
filter as compared to a dark (bright) stroke filter.
The second feature FE, inspired by Ref. [14], is the
ratio of the sums of the number of edge points in the
binarized response maps of the bright and dark
stroke filters:

FE ¼ N ðBÞ=N ðDÞ, (4)

where N(B) and N(D) denote the number of edge
points in the binarized map of the bright and dark
stroke filter responses, respectively.

In Fig. 5, N(B) and N(D) denote the number of
edge points in (b) and in (c), respectively, on a
synthetic image (a). FE is useful for the case of
bright texts on a bright background (BonB) or dark
texts on a dark background (DonD). Through
experiments, we find that bright (dark) texts have
few edge points in the binarized bright (dark) stroke
filter response map, i.e., N(B)oN(D) (N(B)4N(D)).

We manually select approximately 100 samples
(50 for training and 50 for testing) from approxi-
mately 800 video images, which include images
under complex conditions such as BonB or DonD.
Some representative samples are plotted in the
feature space spanned by (FR, FE), as shown in
Fig. 6. Here we use a general support vector
machine (SVM) classifier with a radial basis
function (RBF) kernel. The determination accuracy
of the text color polarity is approximately 96%, and
this demonstrates that the feature (FR, FE) is stable
and distinctive.
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Fig. 7. Test examples: (a) source image, (b) binarized stroke response map, and (c) the local region growing result.

Table 1

Local region growing algorithm

Input: I—initial segmentation result (binarized stroke filter

response map obtained in Section 2); S—source text image

Step 1: From I and S, we estimate PDF of text color

Step 2: For each white pixel in I, if the number of white pixels in

its 3� 3 neighbors is within [3,9], then go to Step 3, else Step 2

Step 3: For each black pixel in the 3� 3 regions, if it is: (1) similar

to its text neighbors and (2) of high probability according to

PDF, then it is marked as text. Repeat Steps 3 and 2, until no

pixel is changed

Output: Refined segmentation result
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4. Local region growing

As shown in Fig. 7(b), many text pixels tend to be
missed in the binarized stroke filter response map,
and the missed text pixels should be recalled for
accurate and robust text segmentation. In order to
recall these pixels, we perform a local region
growing procedure. The binarized response map is
regarded as the initial segmentation result for the
local region growing procedure. From the initial
segmentation result and text image, we estimate the
global probability density function (PDF), PDF(s),
of text intensity, s. Then, a non-text pixel is changed
to the text pixel if the following three conditions are
simultaneously satisfied: (1) the number of text
pixels is greater than 3 in the local region (3� 3
neighbors of the non-text pixel), (2) the probability
of the non-text pixel’s intensity, Pr(s), is greater than
a threshold Th1, and (3) the difference of intensity
between the non-text pixel and its neighbors is lower
than a value Th2. Here, we set the values of Th1 and
Th2 to 0.155 and 30, respectively, and Pr(s) is
calculated by the global PDF as follows:

PrðsÞ ¼ PDFðsÞ. (5)

The local region growing procedure is repeated
until no pixel is changed in the segmentation map.
Therefore, the novelty of the local region growing
procedure is that it is based on the stroke filter
response and combines the global PDF and local
similarities to achieve a reliable performance. The
local region growing procedure is described in
Table 1. In this table, the white and black pixels
represent the text and non-text pixels, respectively.

The test examples are shown in Fig. 7. Here, Figs.
7(a)–(c) show the original source image, the
binarized stroke filter response map, and local
region growing result, respectively. From Fig. 7(c),
it can be observed that some missed text pixels are
successfully recalled by the local region growing
procedure.
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5. Feedback from the OCR module

As mentioned in Section 3, 4% errors occur
during the determination of the text color polarity,
and these errors will have a detrimental effect on the
recognition results. In order to improve the
accuracy of the determination of text color polarity
and the performance of text segmentation, we apply
an additional verification step for the segmentation
result of the local region growing procedure by an
OCR module. We use the feedback of an average
recognition score of characters from the OCR
module, and the average recognition score is
determined as follows.

In general, there are several characters in the
segmented text image, and a character separation
function that can decompose the segmented text
image into sub-images of individual symbols is
required. Character separation is one of the most
important processes in the OCR module because the
performance of character separation significantly
affects the accuracy of character recognition. Our
character separation function uses the feedback
from the recognition score of the character recogni-
tion function, as shown in Fig. 8; furthermore, this
method employs a split-merge strategy in which the
split segments are merged into a character by using
the recognition score obtained by the character
recognition function [15]. The optimal separation
path is determined by using two scores: (1) the
geometric score that is used to estimate the like-
lihood of ‘‘being a character’’ by geometric features
and (2) the recognition score obtained by the
Segmented
text image

Character
sepration

Character
region image Recognition

score
Character recognition

1. Feature extraction

2. Character recognition
by LDA

Recognition
result

Characters

Fig. 8. An OCR module.
character recognition function. The geometric score
is calculated by using two character evaluators, the
squareness (SQU) and the internal gap (GAP),
which are estimated by the Parzen window [16]. If
the geometric score is low, the sub-image is
eliminated in the separation paths and not recog-
nized, by which the overhead of recognition can
be reduced. The recognition score is determined
by the distance between the recognition model and
a separated sub-image. Here, the extracted feature
is the angular directional feature (ADF) [17],
and each character is recognized by linear discrimi-
nant analysis (LDA) in the character recognition
function.

The average recognition score, SA, of the
segmented text image is represented by these two
scores as follows:

SA ¼
1

N

XN

i¼1

Si,

Si ¼ kG � SG þ kR � SR, (6)

where i and N denote the index and the number of
characters, kG and kR are constants and Si, SG, and
SR denote the total, geometric, and recognition
scores of each character, respectively. In our OCR
module, the two constants, kG and kR, are assigned
as 0.3 and 5, respectively.

If SA is smaller than a predefined threshold ThR,
the color polarity inversion and subsequent proce-
dures are performed as shown in Fig. 1, where the
threshold ThR is determined by analyzing the
statistical distribution of the average recognition
scores of the training samples [15]. We set the value
of ThR as �6.0, and half of the 4% errors are
corrected by the verification of the OCR module.

6. Experimental results

The experiments were performed by using a PC
(CPU: Intel Pentium 4, 1.4GHz) with VC++6.0.
Our experimental database contains 792 images of
news programs from the South Korean TV chan-
nels, KBS, MBC, and SBS, with resolutions of
720� 480. We also use 90 images of resolution
720� 480 from the channels CNN, BBC, and NBC.
This database comprises a variety of cases, including
texts with a wide spectrum of font-sizes, font-color
and languages, and texts on complex backgrounds,
texts of poor quality, etc. The total number of text
lines and characters in these images are 966 and 6315,
respectively.
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Fig. 9. User interface of the proposed text segmentation system.

Fig. 10. Examples of experimental results: (a) original source images and (b) segmented images.
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The user interface of the proposed text segmenta-
tion system is illustrated in Fig. 9. The top-left
window in this figure shows the results of the text
localization process which are bounded in the black
boxes [18]. The bottom-left window in this figure is
the results of the text segmentation process. Here,
the white and black regions represent the text and
background, respectively. The right-side window in
the figure shows the results of the performance
evaluation on the test.

The proposed method exhibits a robust perfor-
mance for the majority of the test images. Fig. 10
illustrates some examples of the segmentation
results on English and Korean text images. It can
be seen from the results that most of the text regions
are well segmented despite the different languages
and color polarities of the texts. Some other
representative results are shown in Fig. 11 from
which we can see that our text segmentation method
is robust against challenging cases of BonB (a and
b) or DonD, complex background with various edge
and color clutter (c and e). In Fig. 11(d), each
character in text regions has two colors which shows
color variation of white to yellow in the vertical
direction. Notice, however, that the color polarities
in characters are same (bright), and texts are well
segmented. This shows that our method is
robust against color variation in one character as
far as the color polarities in the character are the
same. These results show that our method can
simultaneously handle a wide range of complex
cases in video images due to the benefit of the stroke
filter from which the intrinsic characteristics of the
text are utilized. On the other hand, most existing
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Fig. 11. Some experimental results. Left: original source image. Right: segmented image.
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segmentation methods fail when the background is
complex (Figs. 11(c and e)), or the text image is
BonB (Figs. 11(a and b)).

There are of course some undesirable experimen-
tal results in our method. For example, if one text
image contains texts with different color polarities
(Fig. 11(f)), texts with dark color polarity are not
segmented, while those with bright color polarity
are well segmented. This is due to the fact that our
method basically assumes that the text image
consists of texts with one color polarity. We expect
that this problem can be resolved by adding a
procedure, which separates the text image into
individual sub-images with each color polarity
before text segmentation. Furthermore, our method
showed some instability when the height of stroke
crowded text is less than 10 pixels (Fig. 11(g)), since
the gap between each stroke is so near that our
stroke filter cannot detect and distinguish the
strokes. In our future work, we plan to scrutinize
these problems.

We compare our text color polarity determina-
tion method with the state-of-the-art method
proposed by Song [14] (hereinafter called the Song
method), which is based on the statistic analysis.
The accuracy of each method is evaluated as the
relative frequency of the correctly determined text
color polarities as follows:

Accuracy ¼
Number of correctly determined color polarity

Number of text image
.

(7)

Table 2 shows the experimental results of our
method and the Song method. From this table, we
can see that our stroke filter based determination
method achieves a considerably higher (3.4%)
accuracy than the statistic based Song method.
However, it can be observed that the processing
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Table 3

CER evaluation of two text segmentation methods

Method English CER

(%)

Korean CER

(%)

Overall CER

(%)

Our method 11.6 14.9 13.3

Otsu

method

15.8 60.1 38.0

Table 2

Performance comparison of two algorithms

Method Accuracy (%) Time cost per frame (ms)

Our method 94.0 15

Song method 90.6 10

Table 4

CER evaluation of intermediate results by each module

Method Initial

segmentation

results (%)

Local region

growing results

(%)

Feedback

results (%)

Our

method

27.4 15.1 13.3
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time for our method is approximately 5ms/image
slower than that for the Song method. Here, note
that the feedback process of Section 5 by the OCR
module is not included for the determination of text
color polarity, and if this procedure is included, the
final accuracy of our text segmentation method
becomes 96.2%.

In order to evaluate the performance of our text
segmentation method, the character error rate
(CER) is calculated for another test. Here, CER is
defined as

CER ¼
Ne

N
, (8)

where Ne denotes the number of characters wrongly
recognized by the OCR module and N denotes the
total number of characters. In this experiment, the
proposed text segmentation method is compared
with the Otsu [6] thresholding method (hereinafter
called the Otsu method). The Otsu method is a
simple but a classic solution that is employed by
many text segmentation schemes. Since this method
does not deal with the determination of color
polarity, we used our proposed color polarity
determination algorithm. The evaluation result of
the CER of these two methods is summarized in
Table 3. From this table, we can see that our
method achieves significantly lower error rates for
both English and Korean characters. This is because
our method possesses the capability of handling
multilanguage and complex backgrounds by using
the stroke filter. Notice that in most cases, the CERs
of Korean characters are larger than that of English
characters and this seems to be due to the fact that
Korean characters are structurally more complex
than English characters.

Table 4 shows the evaluation of the CER for the
intermediate results by each module in our method
where three intermediate results are obtained: the
initial segmentation results by stroke responses
(Sections 2 and 3), results after local region growing
(Section 4), and the results after feedback by the
OCR module (Section 5) which corresponds to the
final result. As shown in this table, the local region
growing and feedback procedures reduce 12.3% and
1.8% errors in the character recognition, respec-
tively, which means that most of reduction in error
rates occurs during the local region growing
procedure.

7. Conclusions

A new method of text segmentation in images
using a stroke filter is proposed in this paper. The
benefit of the stroke filter is that it is capable of
discovering the intrinsic characteristics of the text
by making use of the relationship among the local
regions. By using the response of the stroke filter, we
could determine the text color polarity robustly with
the accuracy of 94.0%, which exceeds that of the
Song method by 3.4%. When the feedback proce-
dure from an OCR module is included, the accuracy
of our method even more improves up to 96.2%.
We also make use of the response of the stroke filter
as the initial seed region for the local region growing
procedure. In this procedure, we obtain a reliable
performance by combining the global PDF and
local similarities, and consequently 12.3% errors
could be reduced. Furthermore, 1.8% errors are
additionally reduced by applying the feedback
procedure from the OCR. Some experimental
results and performance comparisons with other
methods are reported in detail, thereby confirming
that our method is capable of robustly handling
texts from complex backgrounds by using the stroke
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filter. In addition, we believe that the stroke filter
will play an important role in fields other than text
segmentation. For example, the stroke filter could
be applied to text verification using the features of
the filter, or extended to the fields of line-like
structure detection, such as road detection from
remote images.

Our future study will mostly be focused on
improving the OCR module. Although current
OCR module is sufficiently efficient, it still leaves
quite a room for improvement in the recognition
rate. Currently, tensor techniques are newly pro-
posed for image representation and object recogni-
tion, and we will continue developing our OCR
module by using them [20–22] as well.
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